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Logistical Computing and
Internetworking Laboratory

» Part of the University of Tennessee’s
Computer Science Department

« Co-Directed by two CS faculty members,
20 lab members total

» Micah Beck, Assoc. Professor
* Networking, scalability, computation

»James S. Plank, Assoc. Professor
« Fault tolerance, performance
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Communication: Foundation of Collaboration

* Synchronous communication
» Conferencing, distributed computing
 Asynchronous communication (storage)
» Caching/staging/replication
»Messaging, single source multicast
» Disconnected operations
« Support for Distributed Applications
» State management
» Extensible network functionality
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What is Logistical Networking

» A scalable mechanism for deploying shared
storage resources throughout the network

» An general store-and-forward overlay networking

Infrastructure

» A way to break long transfers into segments and
employ heterogeneous network technologies

» P2P storage and content delivery that doesn’t
using endpoint storage or bandwidth
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The Network Storage Stack

* Our adaption of the network stack
architecture for storage

e Like the IP Stack

 Each level encapsulates details from the
lower levels, while still exposing details
to higher levels

& Loct

Applications

Logistical File System

Logistical Tools

L-Bone

exNode

IBP

Local Access

Physical
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IBP: The Internet Backplane Protocol

» Storage provisioned on community “depots”

» Very primitive service (similar to block service, but
more sharable)

* Goal Is to be a common platform (exposed)
* Also part of end-to-end design

Best effort service — no heroic measures

« Availability, reliability, security, performance
Allocations are time-limited!

* Leases are respected, can be renewed
 Permanent storage is to strong to share!
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The Network Storage Stack

LoRS: The Logistical Runtime System:
Aggregation tools and methodologies

The exNode:
A data structure
for aggregation

IBP: Allocating and managing network
storage (like a network malloc)

4 LoClI
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The Backbone Storage Resources (L-Bone)

» LDAP-based storage resource discovery.

* Query by capacity, network proximity,
geographical proximity, stability, etc.

* Periodic monitoring of depots.

» Multiple shared storage pools
* Nat. Logistical Networking Testbed (NSF)
»22TB today; 50TB by 2005, 100TB goal
 Energy Sci. Logistical Net. Testbed (DOE)
» 8TB In 2003 to support SciDAC projects
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IBP Deployment

» Depots/collaborations supporting DOE projects
* ORNL, NC State, SUNY Stony Brook, UCSD
« NERSC (security issues)
» Initial Configuration:
* Dell Server Running Linux Red Hat
« SAN-attached IDE RAID arrays (1.6 TB each)
e 2 GIgE NICs used where available
» Direct connectivity to 10Gb/s router planned in NC
4 TB available at Starlight (NSF NLNT)
 Another 7 TB purchased
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The Network Storage Stack

4 LoClI

LoRS: The Logistical Runtime System:
Aggregation tools and methodologies

The L-bone:

Resource Discovery
& Proximity queries

IBP: Allocating and managing network
storage (like a network malloc)
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ExNode vs inode

capabilities
exNodeR
/|
o

block addresses
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IBPvo: PVR with the ExNode
o control

RECORD VIDEO E-MAIL EXNODE

T ——

content >

PLAY VIDEO

e Video recorded at source (1 GB = 1 hour)
e Upload to IBP depots, exNode created

e exNode mailed to recipient

e Download or streamed to recipient
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The Network Storage Stack

The L-bone: The exNode:

Resource Discovery | A data structure
& Proximity queries | for aggregation

IBP: Allocating and managing network
storage (like a network malloc)
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Logistical Runtime System

» Basic Primitives:

* Upload, Download, Augment, Refresh
» End-to-end Services

 Checksums, Encryption, Compression

» Other Things We Can Do

* Routing through an intermediate depot to
reduce IP RTT, speeding up TCP transfers

* Overlay multicast using either multiple
TCP streams or IP multicast at tree nodes
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TSI Site Deployment: ORNL, NCSU, SUNY
Stony Brook, NERSC, UCSD (8TB)

Upload | Download ) Add_Copy | Refresh | Delete | Other |

Hecessary Parameters

Select an exHode file to augment:

ORMLxnd Browse..
Save new exNode to:
MEW.#nd Browse..

Choose location: | state= - |MC

A
Optional/Advanced Parameters

~| city= [Raliagh

Filename 200MB.txt
Size 209715200
SetCopy

exNode Structure Data Condition Augment Performance
Copies: 1 ~| | Duration: 1d = | Threads: 40 -

Blocksize : |2M = | Allocation Type: |soft - | Max Depots:
Use TCP Datamovers

(MCOPY).
DepotList file:

Browse..

Quit. Stop List Add_Copy How

Copying..

LoR3 Command 0.81

138.1559 Mbps



Multithreaded Download (Streaming)

@ XDarwin File Edit Window Help
AP:atchley@imap.cs.utk.edu

IR -
OFFSET O 3

SIZE 0

BLOCKSIZE 5120 K

CACHE_SIZE 1

FREBIFFER SIZE 1

free ing,,

Townloading 1,0 5242880 - 5242880 from raw
dizplay_rtdownload downloadarrow_1,0
Downloading 2,0 10485760 - 3585142 from i2
display_rtdownload downloadarrow_2,0
Townloading 0,0 0 - 5242880 from dsj2,uits
display_rtdownload downloadarrow_ 0.0
Dlownloading 3.0 15728640 - 5242880 from ch
dizplay_rtdownload downloadarrow_3,0
Downloading 4,0 20971520 - 5242880 from ta
dizplay_rtdownload downloadarrow_4,0
Townloading 5,0 26214400 - 1927404 from ov.
dizplay_rtdownload downloadarrow 5,0

628 Linzhen Xuan Ba
629 Terry Moore Re:
630 <ekl@mail.inter Re:
631 YING DING ne
632 Micah Beck Ne
633 Debashis Taluk«SC
exMode Command (O

Select an exNode to download:

/Usersiatchley/Moviesio-  Browse.. Other Unites_State. Europe

: {Users/atchley/Movies/o-brother.mpg.xn
Sosmslipe et {Users/atchley/Movies/o-brother.mpg
PRl N 126638084 bytes
(hrzas Downloading — E::::
Prebuffer: (5) Aua 21

Blocksize : (81 4ua 21 (9 Arg 21

TR
(12) Aug 21 (1) Aug 21

(14) Aua 21
(17) Aug 21 (18 Aug 21 -
(19)e0g 21 T,

(22) Aug 21 (23) Aua 21




Point-to-Multipoint




Heterogeneous Asynch. Multicast

IP-multicast IP-multicast

Cloud 1 Cloud 2
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IBP Enables Data Intensive
Collaboration

» Large files can be uploaded to nearby depots, then
managed by movement between depots

 End systems are not involved in long distance
transfers

» Data can be moved near to distant collaborator
without being downloaded into their end system

* Direct access to collaborators private storage is
not required

» Depot-to-depot transfers can take advantage of
multithreading, UDP transfer, Net/Web 100, other
high-performance optimizations

& Loct by




The Rest of the Talk

» Goals and Objectives
 Design and development of the IBP depot

« Design and development of Logistical Networking
middleware

« Application Impact
» Technical Approach & Accomplishments
 IBP depot
 Middleware Services
 Application and User Support
» Terascale Supernova Initiative
» Global research participation
» Plans and Futures

& Loct




IBP depot

» |IBP as RPC over TCP

» Data Movers Plug-in Modules

» Multi-resource depots

» Encapsulated Data Movers

» Persistent sockets for optimization, security and
pipelining

» Porting depot and client code

» Computation in place (Network Functional Unit)

& Loct
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Middleware Services
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Logistical Runtime System (LoRS)

Logistical Backbone (L-Bone)
with NWS integration

Latency hiding through aggressive prestaging

» File services using Logistical Networking
Infrastructure

Exposed multicast and routing
Integration of Network Weather Service
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Latency hiding through
aggressive prestaging

Remote Visualization by Browsing Image
Based Databases with Logistical Networking

Jin Ding, Jian Huang, Micah Beck, Shaotao Liu, Terry
Moore, and Stephen Soltesz

To appear in SC 2003, Phoenix, AZ, November, 2003
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Latency hiding through
aggressive prestaging

Remote database

—Lequeg

Wide Area Network

Data in LAN

client
cache ﬁ @

Data |n\ Data in WAN
WAN \ with LAN Depot

e LoC]| Interactive Browser
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User Latency, 300x300 resolution
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Network Latency, 300x300
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Client Latency, 500x500 Resolution

LoCl
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Network Latency, 500x500
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Integration with NetSolve/GridSolve

£ —"
C“ent Schedule
| Database
E Request
.l_....' . 4
— 82 ' \\
w—...:l \\
Matlab, / |
_ IBP Depot , y
Octave, Scilab e . '
Mathematica @ ///,/’ ) L \
C,Fortran, <IN Mo\ e - l‘.
Excel e .:
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LAPACK for Clusters

USER PERSPECTIVE

ALGORITHMIC SCOPE -
FACTORIZATIONS: CHOLESKY, LU, QR
[LaPACK ROUTINES DPOSV(), DGESV(),
AND DGELS()]

=

SEQUENTIAL INTERFACE

INTERNAL DESIGN AND FUNCTIONALITY:
SYSTEM BENCHMARKING

USES EXISTING BLAS AND MPI LIBRARIES CLUSTERS

PERFORMANCE MODELING OF

THE APPLICATION KERNELS

MULTI-CLUSTER SCHEDULING OPTIMIZATION
DISCOVERY OF OPTIMAL PARALLEL
EXECUTION PARAMETERS

SCALAPACK COMPUTING RESOURCES

STORAGE DEVICES

PARALLEL EXECUTION SERVICES:
RESOURCE ACQUISITION AND RELEASE MR J
2 e e’

PARALLEL COMPUTATION LAUNCHING IBP MEMORY DEPOT

PROBLEM DATA DISTRIBEUTION

IBP DEPQOT

SOLUTION DATA DELIVERY

’g SEQUENTIAL CALL TO LFC ]

LoCl

@ PARALLEL CALL TO ScalAPACK | @ RETURN THE SOLUTION |
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Checkpointing in GridSAT

The Grid

parallel calls &
management
Client
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Terascale Supernova Initiative (TSI)

» EXploring alternative architectural approaches

» Project with many participants, spanning DOE
Labs and universities

» Initial impact: Move data between ORNL and
NCSU at 2-300Mbps

» Wider impact: Deployment at all major TSI
collaboration sites (8TB)

» Future impact: Integration with and
optimization of TSI workflow

& Loct by



A Logistical Visualization Scenario
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Terascale datasets at ORNL (TSI)

Visualization researchers at Tennessee

* Postprocessing to compute correlations

* Cluster computing used at Tennessee

* No terascale storage at Tennessee

» Data movement overshadows computation

» Computation can process datasets sequentially
Solution:

« Upload to IBP, process in batches

* Use avalilable storage for intermediate buffering

& Loct by
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Engagement with Climate Modelling
Community

» Post-Doc Researcher to engage with Climate
Modeling Projects

 UT Science Alliance funding in support of
UTK/ORNL Joint Institute for Computational
Science (JICS)

» Initial focus: satellite data from Southeast U.S.

¢ Capture and distribution of data Iin support of
researchers at Oak Ridge Associated Univ.

* Indexing and management issues

» Leverage DOE & public depot infrastructure for
International collaborations

& Loct by




Plans and Futures

* Further integration with
TSI workflow reaching
other SciDAC
applications

* Extensible depot
services

* Layer 2 and optical
depot connectivity

* Logistical toolkit for
remote and distributed
visualization

 Address “Data Grids”

* Exploit clusters (Feng;
LANL Green Destiny)

& Loct

Adoption of networking
best practices

Standardization and
commercial adoption

Peering between distinct
logistical networks

100TB deployed
throughout DOE labs
and partner institutions

Client integration with
all common DOE
platforms



Conclusions

» Logistical Networking is a new architectural
approach at the fabric layer

» Emphasis on Internet-like scalability of shared
storage resources

» A major challenge is convincing collaborations that
architectural innovation is required

» Stable open source software has been delivered
and integration with applications is increasing

» Resource deployment is proceeding successfully
» Policy integration has begun
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