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The Supercomputer Company

X1E Programming Environment

* Use of CAF and SHMEM to optimize libraries that require
messaging

* The PDGCS compiler is the best optimizing compiler in the
world

* Luiz DeRose, the best tool developer in the world, will talk about
his tools in the XT3 session
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Comparisons of Various Versions of POP
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Parallel Performance Optimization In
LibSci

1. Locate communication bottlenecks

2. Use CAF or shmem for data transfer

3. Utilize global addresses for optimal performance
4

Restructure parallel algorithms to utilize 1-sided
communications
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1. Communication bottlenecks

1. Algorithmic bottlenecks:
Knowledge of the algorithm shows us that we expect heavy
communications in a particular area

We may or may not be able to reduce the communication
cost

2. Architecture specific bottlenecks:

The specifics of the architecture (e.g. MPI Implementation,
Interconnect bandwidth/latency, memory bandwidth, cache
system) combine to give rise to areas heavy In
communications.

We can always reduce the communication cost
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1-sided vs 2-sided

* For some data movement, shmem and CAF are better purely on
the basis that they are 1-sided (so regardless of the lower
latency etc)

* Consider for the following simple example : blocked matrix
transpose on a 3x3 grid of processors
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One sided vs 2-sided

4] 1 3 4 5 G T g
Il]]]]]], Barrier
==l == e
- == —{__[ZAl = Local transpose
5 = TR ~ | MPUBlacs Send
s S st ==
= == -~ | MPI/Blacs Recv
_.-"""H‘ = | =
ey L] S
' SlISss ==
(a)
4] 1 3 4 5 G T g
Local transpose
= [Ill] Bari
S (UL || | [| Barrier
@ e === ~ | Remote put (unanswered)

(b)

10/19/2005 8



Ihe Supercomputer Company

Example 1. Communication bottlenecks
removed In Scalapack PZGETRF
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Why not MPI-2 one-sided

* Really handshaking under the covers

* CAF is compiler assisted, just like a memory load/store to the
compiler

e Hardware assist in the X1 — X1E

10/19/2005 10



The Supercomputer Company

he Best Optimizing Compiler in the World

* Best Vector compiler and now the best optimizing

e According the the Nullstone Compiler suite
47 Tests
As is compiled with optimization
Then manually restructured and compiled
Percent of optimization recorded
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NULLSTONE 2002 Release 5.0 NULLSTONE 2002 Release 5.0
Summary Performance Report Summary Performance Report
Compiler icc 8.0 Compiler PE 5.5
Architect Architect
ure Pentium 4 Xeon ure X1
Model x1lpel Model sn702
Compiler|/crayliss/compiler/comp_rel/icc/linux/8.0/bi |Compiler |/cray/bwraid/export/ptmp/colinlee/alinew/cc
Options |-I. %D main.o libnull.o %{%T } -Im -0 stone |Options [-0 stone
Optimiza| Sample | Compile [Nullstone | Nullstone [Optimiza| Sample | Compile [Nullstone | Nullstone
tion Size Time Rate Ratio tion Size Time Rate Ratio
Cray
mte;% PDGCS
— 55
Alias Alias
Optimizati Optimizati
on (by on (by
type) 84 2.428| 8826428 53%|type) 84 10.998( 1055996 95%
Alias Alias
Optimizati Optimizati
on (const- on (const-
gualified) 11 2.183| 4735595 13%|qualified) 11 10.345( 468058 35%
Alias Alias
Optimizati Optimizati
on (by on (by
address) 52 1.719| 7145478 30% |address) 52 10.66( 844975 70%
Static Static
Declaratio Declaratio
ns 1 0.776| 16529276 100%|ns 1 7.264| 2473056 100%
String String
Optimizati Optimizati
on 4 0.65| 54473825 76%]on 4 8.097| 1263013 45%
Overall 2760  0.937|51115833 T 2760 8.84| 3148951 84%
Totals Totals
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Nullstone Compiler Benchmark
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