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Beyond fundamental physics, 
accelerators and accelerator 
technology are critical to:

US Science & Technology
US economy
National security
Energy/environmental security
Health/medicine
Quality of people’s lives









•Transmutation of waste
•Accelerator-driven energy 
production (Energy Amplifier)
•Proton radiography



Accelerator Technologies for Homeland Security

 

• Accelerator technology can be used to mitigate 
vulnerabilities in our homeland security

— Sea-going cargo containers
10 million cargo containers enter the US annually thru 22 ports
only a few percent presently undergo screening

— Airport cargo, border crossings…

• Active interrogation systems under development to detect 
SNM, explosives and other contraband 

— Photons and neutrons used as probes
Electron linacs, RFQs…
Neutron generators (using fusion reactions: D-T, D-D, T-T)
Gamma Tubes (using other low-energy reactions)

RFQ-based neutron source

D-T neutron generator

D-D neutron 
generator

T-T neutron 
generator



Importance of 
accelerators is 
evident from 
“Facilities for 
the Future of 
Science”

13 of the 28 
facilities are 
accelerators!





US DOE Office of Science 
(DOE/SC) is the steward of 
nearly all of the nation’s 
major accelerator facilities

HEP: High energy physics machines
NP: Nuclear physics machines
BES: Light sources, neutron sources
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NSF accelerator facilities

• National Supercondcuting Cyclotron Lab @ MSU
• Indiana Univ. Cyclotron Facility
• CESR/CHESS @ Cornell
• Many small university programs



Besides CERN (already 
mentioned), DOE/SC has 
many other collaborations w/ 
international accelerator labs

A few examples…











The software developed 
under the SciDAC

Accelerator Science & 
Technology (AST) project 

has been applied to projects 
at most of the previously 

mentioned facilities



SciDAC Accelerator Science & 
Technology (AST) Project

Goals: Develop & apply an advanced, comprehensive 
simulation environment to solve the most challenging 
problems, and to enable new discoveries, in 21st 
century accelerator science & technology

Participants:
Labs: LBNL, SLAC, FNAL, LANL, BNL, SNL
Universities: Stanford, UCLA, USC, UCD, UMd
Small business: Tech-X
Collaborations w/ ISICs and SAPP researchers

Sponsors: DOE/SC HEP (formerly HENP) in 
collaboration with ASCR



SciDAC/AST codes have been applied present & future
DOE projects + projects of our international collaborators

1. Tevatron
2. LHC
3. NLC
4. ILC
5. PEP-II
6. FNAL booster
7. FNAL Main Injector
8. L’OASIS LWFA experiments
9. SLAC PWFA experiments
10. Plasma afterburner design
11. RHIC
12. RIA
13. SNS
14. LCLS
15. Photoinjector design
16. Advanced streak camera design
17. CERN SPS
18. JPARC commissioning
19. FERMI design
20. Int’l code benchmarking @ CERN PS



SciDAC/AST project codes
Beam Dynamics (BD)
BeamBeam3D, IMPACT-Z, IMPACT-T, ML/I, Synergia

Electromagnetics (EM)
Omega3P, Tau3P, S3P, T3P, Track3P

Advanced Accelerators (AA)
OSIRIS, VORPAL, QuickPIC, UPIC

Multiple models needed:
•Maxwell,Vlasov, Poisson/Vlasov,Maxwell/vlasov, 
static PIC, EM PIC, Fokker/Planck, multi-species

Multi-physics



SciDAC AST codes: notable “firsts”
First 100M strong-strong colliding beam simulation for LHC (BeamBeam3D; J. 

Qiang)

First multi-bunch, multi-turn injection simulation from linac-to-booster w/ self-
consistent 3D space charge (Synergia; J. Amundson and P. Spentzouris)

First 100M simulation of a linac for an x-ray light source w/ self-consistent 3D 
space charge (IMPACT-Z; I. Pogorelov, J. Qiang)

First self-consistent electromagnetic simulation of an intense beam in  an ILC 
'crab' cavity (VORPAL; J.R. Cary, C. Nieter & VORPAL team)

First 3D simulation of a 1TeV Afterburner stage (QuickPIC; C.K.Huang et al.)

First 3D simulation of a GeV LWFA stage (OSIRIS; F.S.Tsung, W.Lu, M. 
Tzoufras et al.)



Web plots showing aberrations in uncorrected (left) and octupole-corrected 
(right) imaging system. P. Walstron and F. Neri, LANL)

ML/I examples
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ILC damping ring simulations showing emittance growth w/ linear (left), 
nonlinear (right) space-charge models. M. Venturini, LBNL



● Self-consistent 3D space-
charge model 

● 2nd order maps (arbitrary 
order possible)

● Use 33x33x257 grid and ~ 
5,000,000 particles

● Multi-turn injection 

● Machine ramping with 
position feedback

● 6-D phase space beam 
matching

FNAL Booster simulations follow 5 200 MHz Linac
micro-bunches in a 37.8 MHz PhS slice.

Merging of 5 microbunches in the FNAL 
booster (J. Amundson, P. Spentzouris)

Synergia simulation of the Fermilab booster: 
Multi-bunch modeling in 3D







ILC cavity modeling w/ VORPAL (Tech-X Corp)

• HOM Couplers are:
— Properly distanced from the cavity
— Properly oriented around axis



Booster simulations studied halo 
creation and emittance dilution

3D Booster simulation including injection, rf ramping, etc.
Comparison with experimental data (J. Amundson, P. Spentzouris, FNAL)



Simulation of beam-beam effects in VEPP-II:
Comparing matrix model, BeamBeam3D, expt

Beam-beam code validation comparing
with VEPP-II data

E. Stern, A. Valisev (FNAL), J. Qiang (LBNL) 

2-bunch coherent (top)
4-bunch coherent (below)



6 MHz signal in clearing electrode: simulation & expt

WARP-3D
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Illustrates the strong cross-cutting nature of accelerator modeling across 
DOE/SC: An OFES code (WARP), combined w/ a OHEP code (POSINST) 

into a unique parallel capability that will serve both communities. 
• Future apps include e-cloud studies for ILC, LHC, FNAL MI, possibly RHIC

M. Furman, J.-L. Vay (LBNL); A. Friedman, R. Cowan (LLNL); P. Stoltz (Tech-X); P. Colella (LBNL)

1. Good test of secondary module                   
- secondary electron emission turned off:

2. run time ~3 days, 
- without new electron mover and MR, run 
time would be ~1-2 months!
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Broad impact



LCLS photoinjector emittance evolution 
(J. Qiang/LBNL, C. Limbourg/SLAC)

experiment simulation

Ion beam formation & transport from 
RIA ECR ion source (J. Qiang)

JPARC commissioning, horizontal phase 
space, simulation vs. expt (M. Ikegami/KEK)

Example IMPACT applications: HEP, NP, BES

Beam size vs z in the FNAL/NICADD 
photoinjector: simulation & experiment 
(C. Bohn/NIU, F. Piot/FNAL)



Photoinjector modeling using IMPACT-T

J. Qiang, LBNL

IMPACT-T simulation of electron 
emission from a nano-needle tip



Modeling Streak Camera Using IMPACT-T
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Progress in laser/plasma based concepts has 
accelerated significantly in recent years

• 3 Key breakthroughs
Observation of low-energy spread 
bunches from LWFA
Production of 1 GeV beam from LWFA
Doubling of a 28.5 GeV beam in a PWFA

The physics behind these breakthroughs has 
been understood (in some cases, predicted) 

through large-scale PIC codes including 
SciDAC codes (OSIRIS, VORPAL ,QuickPIC)



Breakthrough: Production of low 
energy spread beams from a LWFA

SciDAC codes used to 
successfully model LWFA 
experiments (VORPAL 
simulation, J. Cary/TechX)

SciDAC codes used to explore and 
discover paths to 1 GeV and beyond 
(W. Mori, OSIRIS simulation)
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Collaborations w/ Applied Math & Comp. Sci
SciDAC ISICs (TOPS, APDEC, TSTT, PERC) & SAPP
Linear solvers, eigensolvers
Poisson solvers
Meshing
Parallel PIC methods
Performance optimization

SC06 presentation
Statistical methods

Calibration, forecasting, prediction
Visualization













Simulation of a high intensity proton beam through 
a series of quadrupole magnets. Statistical 
techniques were used to combine 1D profile 
monitor data with simulations to infer the 4D beam 
distribution. The figure shows the 90% intervals for 
the predicted profile at scanner #6 (shaded 
regions), and, for comparison, the observed data 
(black line). Only data from the odd numbered 
scanners were used to make the prediction.

• Determining initial phase 
space distribution from 
1D wire scan data.

• Courtesy D. Higdon 
(LANL) et al.

SciDAC collaboration w/ SAPP
Example: Statistical Methods for Calibration & Forcasting



Personal thoughts on 
programming models

• For maximum performance, need MPI
• For maximum personal productivity, 

want to take a global view
• Ideally, want to be able to switch 

between viewpoints in a single code



Direct Vlasov codes represent a promising 
alternative to particle-based codes

• Direct Vlasov ideal for study of microbunching instabilities
—not vulnerable to stat fluctuations suffered by macroparticle

codes
—due to memory requirements, mainly applicable to 1D and 2D at 

this time
• Previously, Vlasov methods successfully applied to storage-rings
• Application to beam dynamics in FEL’s is new but very promising

Longitudinal phase space before and after 2nd bunch compressor in the FERMI FEL. 
(8000x240 grid calculation)

Energy modulations
result from 
amplification of 
initial shot noise due 
to space charge and 
coherent 
synchrotron 
radiation effects

Energy modulations
result from 
amplification of 
initial shot noise due 
to space charge and 
coherent 
synchrotron 
radiation effects

M. Venturini, LBNL



Planned/Proposed future 
accelerator facilities

• International Linear Collider (ILC)
• Neutrino facilities
• Exotic beam facilities
• Electron-ion colliders (eRHIC,ELIC)
• 4th generation light sources









Future light sources



Microbunching instability seen in 2Mp 
space-charge simulations (green) and 
100Mp space-charge simulations (blue)
with CSR turned off;
Comparison with the no-space-charge, 
no-CSR result (red).

Example IMPACT simulations relevant to x-ray 
light source modeling (I. Pogorelov, LBNL)

1D CSR test: Longitudinal phase space for a 
relativistic electron bunch (γ ~ 450) before
(green) and after (red) a single bend magnet. 
The solid blue line is the analytic prediction. 
Run performed with 2M particles on a 
64x64x2048 mesh with an initial distribution 
that has no uncorrelated energy spread, but a 
20% sinusoidal density modulation on top of 
an otherwise flattop distribution. 



BC1

LINAC2

LINAC4
BC2

LINAC1

Laser heater
LINAC3

Gun

SPREADER

X-band linearizer
FEL1

220 MeV 630 MeV

FEL2

IMPACT-ZElegant (present), 
IMPACT-T (future)

GINGER,
GENESIS

IMPACT-Z simulations of an X-ray light source: 
FERMI@Elettra

• Control of numerical particle sampling noise is essential to faithfully 
simulate microbunching instability in the linac and accurately model 
radiation production in the FEL

• We have performed IMPACT-Z driver linac simulations using 100Mp
• By further developing and combining parallel tools, we are on the 

verge of being able to perform start-to-end parallel modeling of 
future x-ray light sources
— IMPACT (J. Qiang), Elegant (M. Borland), GINGER (W. 

Fawley), GENESIS, SPUR (S. Reich)



LinacLinac--00

LinacLinac--11 LinacLinac--22 LinacLinac--33

BC1BC1 BC2BC2
DL2  DL2  DL1DL1

undulatorundulator

6 MeV6 MeV
135 MeV135 MeV 250 250 MeVMeV 4.30 4.30 GeVGeV 13.6 13.6 GeVGeV

LinacLinac--XX
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linac
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Thanks to SciDAC1, LBNL/LDRD, FERMI, & LBNL/UCB expertise, 
LBNL has unique capabilities to apply to BES future light sources

• LBNL Center for Beam Physics maintains IMPACT-Z, IMPACT-T, GINGER
• We’re entering an era when we will be able to do start-to-end parallel simulation

from photoinjector (IMPACT-T) to linac (IMPACT-Z) to FEL (GINGER)

• Under proposed BES SciDAC2 project, we would
— collaborate w/ code developers at ANL (M. Borland, Elegant) and UCLA (S. Reiche, 

GENESIS & SPUR) to further develop and establish a comprehensive suite of parallel 
codes & capabilities for BES x-ray light source design

— collaborate w/ LCLS (P. Emma, Z. Huang) toward performing large-scale (100Mp) 
simulations for independent assessment of LCLS design & optimization

— collaborate with BES-supported researchers designing other future light sources to 
ensure that the parallel codes serve the needs of the community

LCLS schematic (P. Emma, SLAC)



The Future:
Petascale computing will help enable design 
and construction of new facilities to explore 

the frontiers of physics

• Enabling frontier physics
—Energy frontier
—Intensity/brightness frontier
—Gradient frontier
—Ultra-fast frontier
—Precision frontier

Built on multi-physics foundation laid by SciDAC1
• Emphasis on optimization
• Emphasis on close coupling to control rooms
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Papers presented at SC’06

• Performance Modeling and Optimization of a High 
Energy Colliding Beam Simulation Code
—Hongzhang Shan, Erich Strohmaier, Ji Qiang, 

David H. Bailey, Kathy Yelick
—Tues Nov 14, 4:30-5:00pm, Particles & Continuum 

session
• 25 Years of Accelerator Modeling

—Robert D. Ryne
—Wed Nov 15, 2:15-3:00pm, Masterworks session
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