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Beyond fundamental physics,
accelerators and accelerator
technology are critical to:

v'US Science & Technology
v'US economy

v'National security

v Energy/environmental security
v'Health/medicine

v'Quality of people’s lives






PORTAEC ™ D
efeama ™ D
INOUSTRIEE ™ D
PR S D

RadioXcopss ™ D

Carg o Xoammnar = D

Lamihicabion D
Carlaeed 103 D

PORTAC

The Industry's Only Portable,
All Weather, High Enerpgy Linac.

| Ideal for field work | Superior to Isotopes | Flexibility | Simpla
Construction |
| Inexpensive | Easy Setup | Uses Reliable Components | Safe
and Easy |

The PORTAC is ideal for demanding fleld and site operations
(171 I

Pipelines
Powerplants
Shipyards
Construction Sites

Bridges
Ideal For Field Work.

The PORTAC series of
industrial accelerators was
developed as a powerful,
portable X-Ray source, The
PORTACL is portable, rugged, all
weather, high energy linac
available. It is capable of
operating in any environment
with a minimum of setup. It
can be transported by air or by
truck over rough terrain. Once
on site, it can be assembled
and ready for use in less than
15 minutas.

The PORTAC has been tested
through shock and vibration
routines at temperatures from
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Accelerator Technologies for Homeland Security

» Accelerator technology can be used to mitigate
vulnerabilities in our homeland security

— Sea-going cargo containers
» 10 million cargo containers enter the US annually thru 22 ports
» only afew percent presently undergo screening

—Airport cargo, border crossings...

D-T neutron generator

» Active interrogation systems under development to detect
SNM, explosives and other contraband
—Photons and neutrons used as probes
» Electron linacs, RFQs...

» Neutron generators (using fusion reactions: D-T, D-D, T-T)
» Gamma Tubes (using other low-energy reactions)

D-D neutron
generator

T-T neutron
generator

RFQ-based neutron source



Importance of

‘Facilities

: accelerators Is
or-the Future .- )
of Science evident from

“Facilities for
the Future of
Science”

A Twemy-"r’ear Outlook

= ==al 13 of the 28
Sil 2=a5) facilities are
accelerators!




Facilities for the Future of Science:
A Twenly-Yaar Outlook
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US DOE Office of Science
(DOE/SC) Is the steward of
nearly all of the nation’s
major accelerator facilities

*HEP: High energy physics machines
*NP: Nuclear physics machines
*BES: Light sources, neutron sources
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US DOE Office of Science
(DOE/SC) Is the steward of
nearly all of the nation’s
major accelerator facilities

*HEP: High energy physics machines
*NP: Nuclear physics machines
*BES: Light sources, neutron sources
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US DOE Office of Science
(DOE/SC) Is the steward of
nearly all of the nation’s
major accelerator facilities

*HEP: High energy physics machines
*NP: Nuclear physics machines
*BES: Light sources, neutron sources















AU, Department of Energy multilaboratory project
Spallation Neutron Source

A& Q‘
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NSF accelerator facilities

« National Supercondcuting Cyclotron Lab @ MSU
* Indiana Univ. Cyclotron Facility

« CESR/CHESS @ Cornell

« Many small university programs




Besides CERN (already
mentioned), DOE/SC has
many other collaborations w/
International accelerator labs

"A few examples...
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J-PARC

J-PARC: Towards High Intensity Frontier!

J-PARC, Japan Proton Accelerator Research Complex, is a joint project of KEE
and JAERI [Japan Atomic Energy Research Institute). The construction started
at the Tokai carmpus of JAER], about 70 km northeast of KEK, in 2001, and the
first beam is expected around 2007. The facility aims to create a warld's
leading accelerator complex with its high beam power. Using intense proton
beams at 3-GeV and 50-GeV proton synchrotrons, a variety of secondary
beams will be produced, and a broad range of scences, fram nuclear and
particle physics to materials and life sciences, will be pursued.

Wi i TR ity v
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Nuclear and Particle Physics with a
Variety of Secondary Beams!

High Intensity Proton Accelerator Facility

Carnant {jui]
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http://j-parc.jp/
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J-PARC will be a world's leading
Mega-Watt class accelerator Facility.
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Accelerator components are

being fabricated and tested.
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The software developed
under the SciDAC
Accelerator Science &
Technology (AST) project
has been applied to projects
at most of the previously
mentioned facilities



ScIDAC Accelerator Science &
Technology (AST) Project

Goals: Develop & apply an advanced, comprehensive
simulation environment to solve the most challenging
problems, and to enable new discoveries, In 21st
century accelerator science & technology

Participants:

=l abs: LBNL, SLAC, FNAL, LANL, BNL, SNL
=sUniversities: Stanford, UCLA, USC, UCD, UMd
sSmall business: Tech-X

=Collaborations w/ ISICs and SAPP researchers

Sponsors: DOE/SC HEP (formerly HENP) in
collaboration with ASCR
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SciDAC/AST codes have been applied present & future
DOE projects + projects of our international collaborators

Tevatron

LHC

NLC

ILC

PEP-II

FNAL booster

FNAL Main Injector
L’OASIS LWFA experiments
SLAC PWEFA experiments

. Plasma afterburner design

. RHIC

. RIA

. SNS

. LCLS

. Photoinjector design

. Advanced streak camera design
. CERN SPS

. JPARC commissioning

. FERMI design

. Int’l code benchmarking @ CERN PS



SciDAC/AST project codes

Beam Dynamics (BD)
*BeamBeam3D, IMPACT-Z, IMPACT-T, ML/I, Synergia

Electromagnetics (EM)
*Omega3dP, Tau3P, S3P, T3P, Track3P

Advanced Accelerators (AA)
*OSIRIS, VORPAL, QuickPIC, UPIC

Multiple models needed:
Maxwell,Vlasov, Poisson/Vlasov,Maxwell/vlasov,
static PIC, EM PIC, Fokker/Planck, multi-species
Multi-physics



SciDAC AST codes: notable “firsts”

=First 100M strong-strong colliding beam simulation for LHC (BeamBeam3D; J.
Qiang)

*First multi-bunch, multi-turn injection simulation from linac-to-booster w/ self-
consistent 3D space charge (Synergia; J. Amundson and P. Spentzouris)

*First 100M simulation of a linac for an x-ray light source w/ self-consistent 3D
space charge (IMPACT-Z; |. Pogorelov, J. Qiang)

»First self-consistent electromagnetic simulation of an intense beam in an ILC
‘crab’ cavity (VORPAL; J.R. Cary, C. Nieter & VORPAL team)

*First 3D simulation of a 1TeV Afterburner stage (QuickPIC; C.K.Huang et al.)

»First 3D simulation of a GeV LWFA stage (OSIRIS; F.S.Tsung, W.Lu, M.
Tzoufras et al.)



ML/I examples
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ILC damping ring simulations showing emittance growth w/ linear (left),
nonlinear (right) space-charge models. M. Venturini, LBNL

x10-3 Case 2 All Orders ¥10-3 3Fd order with octupoles
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Web plots showing aberrations in uncorrected (left) anmcnj octupole-corrected
(right) imaging system. P. Walstron and F. Neri, LANL)




Synergia simulation of the Fermilab booster:
Multi-bunch modeling in 3D

Merging of 5 microbunches in the FNAL

booster (J. Amundson, P. Spentzouris)

Self-consistent 3D space-
charge model

2" order maps (arbitrary
order possible)

Use 33x33x257 grid and ~
5,000,000 particles

Multi-turn injection

Machine ramping with
position feedback

6-D phase space beam
matching

FNAL Booster simulations follow 5 200 MHz Linac
micro-bunches in a 37.8 MHz PhS slice.
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4% S<iDAC



nd-groups Optimization (w

5w SLAC demgn (blue) with lower Qext ;

2 0E+07
E
Qe B).0E+D5 | & A1E+DS A0 \ i
§1 - :1 J =-HS 3 E+05 A 1 TI0E= 08 a .
o FI -, =
[ ]
1LO0E+D8 |, J -151|:|:mk_‘ ‘:‘r
.h | - J

1.0E+03 {.----

1.0E+[1&
1800 1.800 2,000 2200 . 2400 2800 2800 4,000

SE- e ‘Iﬂ.nﬁc



ILC cavity modeling w/ VORPAL (Tech-X Corp)

« HOM Couplers are:
— Properly distanced from the cavity
— Properly oriented around axis \/v/
\/L /j




Booster simulations studied halo

creation and emittance dilution
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3D Booster simulation including injection, rf ramping, etc.

Comparison with experimental data (J. Amundson, P. Spentzouris, FNAL)



Simulation of beam-beam effects in VEPP-II:
Comparing matrix model, BeamBeam3D, expt

0.17 . : : : , . . o i
experiment e SicM
matrix model - oo | SloMAmadenss
0.16 | humerical simulation  # o 1

IIIII
0.585 0.59 0.595

tune

y1-y2+y3-y4 dipole mode spectrum

L sigma mode 0,579
__‘_.:-"" i 1 modes 0586, 0 587
= i 2 mode 0 598

M
VitV 0 |
Vo
Vi, ! .
2-bunch coherent (top)

0 0005 001 0015 002 0025 003 0035 oo+  Punchcoherent (below)

2

Beam-beam code validation comparing
with VEPP-II data

E. Stern, A. Valisev (FNAL), J. Qiang (LBNL)



6 MHz signal in clearing electrode: simulation & expt

oV Ov  OVIsokv oV

1. Good test of secondary module
- secondary electron emission turned off:

— Simulation
— Experiment

I (mA)

WARP-3D
T=465us Electrons 120

+40.
0. 2. time (us) 6.

2. run time ~3 days,
- without new electron mover and MR, run

time would be ~1-2 months!

— Simulation
— Experiment

I (mA)

Electrons
bunching

36 2 t|me(us) 6
Excellent agreement with
Secondary emission model turned on

Ogcillationms—. L/

M. Furman, J.-L. Vay (LBNL); A. Friedman, R. Cowan (LLNL); P. Stoltz (Tech-X); P. Colella (LBNL)

lllustrates the strong cross-cutting nature of accelerator modeling across
DOE/SC: An OFES code (WARP), combined w/ a OHEP code (POSINST)
Into a unique parallel capability that will serve both communities.

Future apps include e-cloud studies for ILC. LHC. FNAL MI. possibly RHIC



Broad impact



Example IMPACT appllcatlons HEP NP, BES

oL
[:j:n] 1.55— {

1= 1 p i1 :

E - IMPACT-T with PCG experiment | | SimUIation

E o) JPARC commissioning, horizontal phase

o= gpace, simulation vs. expt (M. Ikegami/KEK)
Beam size vs Zin the FNAUNICADD ™[ 77 77— [
photoinjector: simulation & experiment M [l | i
(C. Bohn/NIU, F. Piot/FNAL) ,r"l","l't'i-' | | ]

transverse rms emittance (mm rad)

0.07 0.08 0.09 0.1

distance

LCLS photoinjector emittance evolution  lon beam formation & transport from
(J. Qiang/LBNL, C. Limbourg/SLAC) RIA ECR ion source (J. Qiang)



Photoinjector modeling using IMPACT-T

3e-05 . . . . T T
2 ke-0k : 0 ps
2e-05 2.3
1.6e-05 4 ps
1e-05 | €.ps
Le-0B .I g ps
] . 10ps |
-5e-0B ' I | ! i :
-0.0005 0 0.0005 0.001 0.0015 0.002 0.0025 0.0C
zfm)

J. Qiang, LBNL
IMPACT-T simulation of electron
emission from a nano-needle tip



Modeling Streak Camera Using IMPACT-T

Au Photocathode

10 kv View from side
l_0.25 Magnetic lens
mm
g E—
Sample in ! Plates parallel
transmission to timing slit

or reflection
Anode Mesh (0 V)

View from top

Sweeping +- 250 V
I linear

—>|—>

Meander sweep plates

to match electrical signal

to electron beam velocity

Sweep

MCP

Phosphor

-1

Recorded

L1

Space

Streak image

Time

Time

Space



Progress in laser/plasma based concepts has
accelerated significantly in recent years

« 3 Key breakthroughs

= QObservation of low-energy spread
pounches from LWFA

= Production of 1 GeV beam from LWFA
= Doubling of a 28.5 GeV beam in a PWFA

The physics behind these breakthroughs has
been understood (in some cases, predicted)
through large-scale PIC codes including
SciDAC codes (OSIRIS, VORPAL ,QuickPIC)



Breakthrough: Production of low
energy spread beams from a LWFA

Dream beam

The dawn of @ mpact partigle accelerators

W

Protein folding

shut down of self injection

SciDAC codes used to explore and
discover paths to 1 GeV and beyond

SciDAC codes used to (W. Mori, OSIRIS simulation)

successfully model LWFA
experiments (VORPAL
simulation, J. Cary/TechX)
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Collaborations w/ Applied Math & Comp. Sci

SciDAC ISICs (TOPS, APDEC, TSTT, PERC) & SAPP
*L_inear solvers, eigensolvers

=Poisson solvers
*Meshing

=Parallel PIC methods

*Performance optimization
=SCO06 presentation

»Statistical methods
=Calibration, forecasting, prediction

=\/isualization

phase s

x-coordinates

CT data

4 0 4 -4 0 i 0 4 -4 0 4

position (mm)



UT-BATTELLE
|

Computational Beam
Dynamics for SNS
Commissioning and
Operation

Jeff Holmes
ICAP 2006

Chamonix, France
October 2, 2006

I/ S
S OAK RIDGE NATIONAL LABORATORY
A ‘| *':'!..:’2"“ L. S. DEPARTMENT OF ENERGY



Spallation Neutron Source (SNS)

H- ions are S R Lieer o) DE'}‘JEFS
created and e —=a 1micro-second
S A
bunched. <~ : € P :
lons are — T\ Liquid mercury
accelerated to | target produces
1GeV. | neutrons.
60 Pulses/second, 1.5%10' protons/pulse, 1.44 MW
2.5 MeV 87 MeV 186 MeV e
—
RFQ  DTL 1000 MeV

402.5 MHz

OAK RIDGE NATIONAL LABORATORY
UT-BATTELLE U. S. DEPARTMENT OF ENERGY

ICAP 2008, October 2-6, 2006



Simulation vs. Experimental Data

e SEET LB

* Partial success in simulating profiles.

UT-BATTELLE
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An “Actual” Fault of the 1st Modulator

~10 % acceleration field change of 12 cavities

~ 20" RF phase change of only the first MB cavity would give similar results

15
CM1 fault, 0.4 mrad kick
12 -~ 200 MeV proton beam
—— ~90 % lostin HBE3 & 4
~2 .
e~ ~ 70 % lost in HB3
89 ~ 30 % lost in HB3b n
g \ |
= ‘ || Warm HB4
3 2 a..ﬂJ |
HB2 HB3
a b c d
n — f—’A’_\]\ |
24 48 HB Cell# 72 96
OAK RIDGE NATIONAL LABORATORY _"‘__"h_t:.: N
UT-BATTELLE U. S. DEPARTMENT OF ENERGY N

ICAP 2008, October 2-6, 2006 15



Concluding Thoughts

* Much of the computing required to support SNS commissioning
and operation is not ultra-high performance. Exceptions are
- Transverse instabilities, which require a 3D description of space charge,
and

— Electron cloud studies, when the proton beam response is included.

* Most important is to incorporate a broad range of physics models
to describe the many issues encountered. The variety and
sophistication of our models has increased considerably with time.

* Because of the need for a broad range of models to address the
great diversity of phenomena encountered, it is important to
develop modular software and a convenient and flexible user
interface.

* The main source of inaccuracy/error in simulating hypothetical or
measured phenomena is most likely our lack of complete detailed
knowledge of the actual operating conditions.

O T-BATTELLE OAK RIDGE NATIONAL LABORATORY Ty ‘.S.._S
i

U. 5. DEPARTMENT OF ENERGY

PCAP 2006, October 2-6, 2006 432
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SciDAC collaboration w/ SAPP

Example: Statistical Methods for Calibration & Forcasting
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Determining initial phase
space distribution from
1D wire scan data.

Courtesy D. Higdon
(LANL) et al.

wire scan 5 wire scan 6

150
150
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0 50

1 1 1 T T T 1 T T T T T T T T T T T 1
-0.004 0.000 0.004-0.004 0.000 0.004-0.004 0.000 0004-0.004 0000 0.004

x (m) y (m) x (m) y (m)
Simulation of a high intensity proton beam through
a series of quadrupole magnets. Statistical
techniques were used to combine 1D profile
monitor data with simulations to infer the 4D beam
distribution. The figure shows the 90% intervals for
the predicted profile at scanner #6 (shaded
regions), and, for comparison, the observed data
(black line). Only data from the odd numbered

scanners were used to make the prediction.



Personal thoughts on
programming models

 For maximum performance, need MPI

 For maximum personal productivity,
want to take a global view

* |deally, want to be able to switch
between viewpoints in a single code



Direct Vlasov codes represent a promising — recce
alternative to particle-based codes

« Direct Vlasov ideal for study of microbunching instabilities

—not vulnerable to stat fluctuations suffered by macroparticle
codes

—due to memory requirements, mainly applicable to 1D and 2D at
this time

 Previously, Vlasov methods successfully applied to storage-rings
« Application to beam dynamics in FEL’s is new but very promising

Longitudinal phase space before and after 24 bunch compressor in the FERMI FEL.

(8000x240 grid calculation) s=89.9185 m; E=591.027 MeV s=97.4185 m; E=591.027 MeV
0.4

0.2

Energy modulations o

result from %
amplification of S O\
initial shot noise due | —
to space charge and = 02
coherent

synchrotron /
radiation effects =6

—-0.04 -0.02 0 0.02 0.04 —0.0150.0L0.005 0 0.0050.01 0.015
M. Venturini, LBNL q (mm) q (mm)




Planned/Proposed future
accelerator facilities

* International Linear Collider (ILC)

* Neutrino facilities

» EXxotic beam facilities

* Electron-ion colliders (eRHIC,ELIC)
* 4th generation light sources



The ILC Machine Design
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ILC — Cryomodule (8 Cavities)
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Future light sources



Example IMPACT simulations relevant to x-ray

1 T

light source modeling (I. Pogorelov, LBNL)
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: . s - 1D CSR test: Longitudinal phase space for a
Microbunching instability seen in relativistic electron bunch (y ~ 450)

_ _ and ( ) and after (red) a single bend magnet.
100Mp space-charge simulations (blue)] The solid blue line is the analytic prediction.
with CSR turned off: Run performed with 2M particles on a
Comparison with the no-space-charge, 64x64x2048 mesh with an initial distribution

that has no uncorrelated energy spread, but a
no-CSR result (red). 20% sinusoidal density modulation on top of
an otherwise flattop distribution.




IMPACT -Z simulations of an X-ray light source:

FERMI®@Elettra
X-band linearizer
Laser ilea'rer BC1 BC2 FEL1
LINAC3 LINAC4 SPREADER
I | - Y s\ - — ' FEL2
Gun LINAC1_ LINAC2 630 MeV
\ ) '\ J
Y\ N Y
Elegant (present), IMPACT-Z GINGER,
IMPACT-T (future) GENESIS

Control of numerical particle sampling noise is essential to faithfully
simulate microbunching instability in the linac and accurately model
radiation production in the FEL

We have performed IMPACT-Z driver linac simulations using 100Mp

By further developing and combining parallel tools, we are on the
verge of being able to perform start-to-end parallel modeling of
future x-ray light sources

— IMPACT (J. Qiang), Elegant (M. Borland), GINGER (W.
Fawley), GENESIS, SPUR (S. Reich)



Thanks to SciDAC1, LBNL/LDRD, FERMI, & LBNL/UCB expertise,
LBNL has unique capabilities to apply to BES future light sources
LBNL Center for Beam Physics maintains IMPACT-Z, IMPACT-T, GINGER

We're entering an era when we will be able to do start-to-end parallel simulation
from photoinjector (IMPACT-T) to linac (IMPACT-Z) to FEL (6INGER)
4  T

(_A_\/ —"— —~~/ A \

250 MeV 4.30 GeV 13.6 GeV

Linac-3

)./-\.E) undulator
BC2

DL2

...existing
linac

LCLS schematic (P. Emma, SLAC)

Under proposed BES SciDAC?2 project, we would

— collaborate w/ code developers at ANL (M. Borland, Elegant) and UCLA (S. Reiche,
GENESIS & SPUR) to further develop and establish a comprehensive suite of parallel
codes & capabilities for BES x-ray light source design

— collaborate w/ LCLS (P. Emma, Z. Huang) toward performing large-scale (100Mp)
simulations for independent assessment of LCLS design & optimization

— collaborate with BES-supported researchers designing other future light sources to
ensure that the parallel codes serve the needs of the community




The Future:
Petascale computing will help enable design
and construction of new facilities to explore
the frontiers of physics

 Enabling frontier physics
—Energy frontier
—Intensity/brightness frontier
—Gradient frontier
—Ultra-fast frontier
—Precision frontier
Built on multi-physics foundation laid by SciDAC1
« Emphasis on optimization
« Emphasis on close coupling to control rooms
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Papers presented at SC'06

 Performance Modeling and Optimization of a High
Energy Colliding Beam Simulation Code

—Hongzhang Shan, Erich Strohmaier, Ji Qiang,
David H. Bailey, Kathy Yelick

—Tues Nov 14, 4:30-5:00pm, Particles & Continuum
session

« 25 Years of Accelerator Modeling

—Robert D. Ryne
—Wed Nov 15, 2:15-3:00pm, Masterworks session
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